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Abstract
Small low-inflow intermittently closed estuaries are common in Mediterranean climates worldwide; however, despite their 
important contributions to ecosystem services and coastal resilience, their dynamics have been less well studied relative 
to classical (i.e., deeper, persistent freshwater inflow) estuaries. It is known that infragravity wave propagation into these 
estuaries can induce strong currents and that closures lead to stagnating flows and declining water quality; however, how 
the estuarine circulation (tidal and subtidal) dynamically drives and responds to these conditions remains largely unknown. 
Here we analyze over 4 years of hydrodynamic observations in Los Peñasquitos Lagoon, a low-inflow, intermittently closed 
estuary in Southern California, to examine wave propagation into the estuary, sill accretion, and the estuarine circulation 
response over tidal, fortnightly, seasonal, and interannual time scales, providing an unprecedented view as to how these 
systems respond to changing forcing. Wave observations near the estuary inlet show that wave energy inside the inlet, which 
contributes to sill accretion, is dependent on water level relative to the sill height and has a tidal variation due to wave-current 
interactions. Tidal phase averages of conditions during open, pre-closure, spring, neap, and closed conditions highlight the 
large dynamic range that these estuaries experience. During open, low sill conditions, circulation and stratification are con-
sistent with stratification-induced periodic straining and subtidal exchange varies with the fortnightly cycle as observed in 
many classical estuaries. However, as the sill grows, tidal circulation weakens and becomes strongly sheared and the subtidal 
exchange no longer scales with a classical theoretical pressure-friction balance.

Keywords  Bar-built estuaries · Low-inflow estuaries · Intermittently closed estuaries · Intermittently closed/open lakes and 
lagoons

Introduction

Low-inflow estuaries (LIEs) are estuaries where the total 
freshwater inflow is small, episodic, and/or seasonal, 
and they are commonly found in steep watersheds and 

Mediterranean climates (Largier et al. 1997, 2013; Nidzieko 
and Monismith 2013). As a result, their density structure and 
circulation can differ substantially from theory developed 
for estuaries with consistent and larger river discharge. Here 
we refer to the latter as “classical” estuaries, which are typi-
cally partially- to well-mixed, salinity dominates density and 
decreases with distance from the ocean, and the resulting 
subtidal exchange flow is into the estuary at depth and out at 
the surface (e.g., Geyer and MacCready 2014). In contrast, 
LIEs can exhibit reduced density gradients which can stag-
nate the exchange flow. At times temperature can dominate 
the density gradients (termed a thermal estuary), and they 
can even become hypersaline during the dry season, lead-
ing to inverse exchange flow (in at the surface, out at depth) 
(Largier et al. 2010). Urban runoff or upstream dam releases 
may be strong enough to suppress hypersalinity develop-
ment in some estuaries that historically functioned as LIEs 
(Largier et al. 1997).
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Bar-built estuaries broadly defined are those where 
sandbars or barrier islands are built up by ocean waves and 
currents. In this paper, we will use the term bar-built estu-
ary (BBE) to refer to a subset of these estuaries sometimes 
called restricted mouth estuaries that are small LIEs with 
only one inflowing river and one connection to the ocean, 
consistent with the use of this term in Clark and O’Connor 
(2019), and thus differentiating the BBEs discussed here 
from those that exist along coastlines with barrier islands 
often with multiple inlets such as those found along the 
US Gulf Coast, US East coast, and the Netherlands. BBEs 
included here are generally small, shallow systems with 
narrow tidal inlets (estuary mouth, cross-sectional area on 
the order of 100 m2 or less) (Ranasinghe and Pattiaratchi 
2003) that experience rapid morphological changes. They 
are common on wave-dominant coasts with seasonal rainfall 
and microtidal (Cooper 2001; Davidson et al. 2009) or mes-
otidal (Behrens et al. 2013; Rich and Keller 2013) ranges. 
These BBEs can be found worldwide including along the 
coasts of California (Largier et al. 1997, 2013; Nidzieko 
and Monismith 2013), Spain (Moreno et al. 2010), Portugal 
(Dodet et al. 2013; Bertin et al. 2019), Australia (Ranasinghe 
and Pattiaratchi 1999a, b; Roy et al. 2001; Gale et al. 2007; 
McSweeney et al. 2017), South Africa (Clark and O’Connor 
2019; Largier et al. 2019), and Chile (Dussaillant et al. 
2009). In restricted mouth BBEs, flood tides, waves, and 
wave-current interactions drive alongshore and cross-shore 
sediment transport into tidal inlets forming a sill comprised 
of sand and cobbles while ebb tides and fluvial events drive 
transport out of these inlets (Ranasinghe et al. 1999; Behrens 
et al. 2013; Rich and Keller 2013; Orescanin and Scooler 
2018). The waves and sill height can have profound impacts 
on the circulation, inundation, stratification, and dissolved 
oxygen in these estuaries (Largier et al. 1992; Gale et al. 
2007; Cousins et al. 2010; Behrens et al. 2016) that fur-
ther differentiate these from classical estuarine theory. In 
some restricted mouth BBEs, the dynamic inlet morphology 
can occasionally lead to inlet closures when the sill is high 
enough to block tidal exchange with the ocean, in which 
case they are termed intermittently closed estuaries (ICEs) 
or intermittently closed/open lakes and lagoons (ICOLLs, 
e.g., McSweeney et al. 2017), the former used here.

The interactions between offshore waves propagating into 
inlets and tidal currents in the inlet area are critical to both 
sill build-up and estuary dynamics in BBEs and ICEs. These 
wave-current interactions can impact the amount of wave 
energy in the inlet where sea and swell waves are able to 
propagate into the inlet during flood tides but can be blocked 
by ebb tides (Ranasinghe et al. 1999; Behrens et al. 2013;  
Rich and Keller 2013; Orescanin and Scooler 2018; Orescanin  
et al. 2014). Wave radiation stress gradients can induce a 
water level set up within single-inlet estuaries (Olabarrieta 
et al. 2011; Dodet et al. 2013). Recent work has focused 

on the influence of infragravity (IG hereafter) waves on 
sediment transport within tidal inlets (Dodet et al. 2013; 
Bertin et al. 2019, 2018). Multiple ICE observational stud-
ies and numerical simulations (XBeach) have shown that 
the strength of IG motions is correlated with offshore wave 
heights, and that the IG energy depends on the tidal phase 
and connectivity between the ocean and estuary (Williams 
and Stacey 2016; McSweeney et al. 2020; Bertin and Ola-
barrieta 2016). Additionally, observations have found that 
the magnitude of IG orbital motions can be on the same 
order as tidal velocities (Uncles et al. 2014; Williams and 
Stacey 2016; Bertin and Olabarrieta 2016). Bertin et al. 
(2019) found that in storm wave conditions during flood 
tides, peaks in along-stream velocity currents occurred dur-
ing the passage of IG wave crests and currents were reduced 
or reversed during the passage of troughs. Instantaneous 
sand fluxes increased up to 2 orders of magnitude during IG 
wave crests, which contributed to inlet accretion. In a Cen-
tral California ICE, IG energy was only seen in the system 
just before closure when the river flow decreased in magni-
tude (Orescanin and Scooler 2018).

The impact of inlet closures on navigation and water quality 
has motivated much of the research in BBEs, particularly ICEs, 
to address closure mechanisms (Ranasinghe and Pattiaratchi 
1999a; Roy et al. 2001; Gale et al. 2007). Less work has focused 
on the hydrodynamics of LIEs, BBEs, and ICEs. Some studies 
have examined the open inlet periods including the influence 
of tides and stratification (Largier 1986; Largier and Taljaard 
1991; Ranasinghe and Pattiaratchi 2003; Gale et al. 2006, 
2007). A few studies have examined the sill’s impact on the 
dynamic connection to the ocean (Williams and Stacey 2016) 
and on the hydrodynamics during closed periods (Hayes 1979; 
Williams 2014; Behrens et al. 2016). In mesotidal restricted 
mouth BBEs, the estuary tidal range depends on both the off-
shore tidal range and the sill height and location. During the 
flooding higher tides, the estuary and ocean water levels are 
approximately the same, allowing for connection between the 
nearshore ocean and estuarine environments. As the tide falls to 
its daily lower-low, the ocean retreats below the perched estuary 
inlet and the nearshore ocean dynamically disconnects from the 
estuary (Williams and Stacey 2016). While these contributions 
have provided valuable insights into the hydrodynamics of these 
systems, the vertical structure, subtidal, and temporal variability 
of the estuarine circulation have remained unresolved. Moreo-
ver, although prior work has suggested that classical estuarine 
theory may still apply in LIEs at least part of the time given 
that they experience strong density gradients (e.g., Winant 
and Velasco 2003), ICE circulation has not been compared to 
estuarine theories (e.g., MacCready and Geyer 2010; Geyer and 
MacCready 2014).

The hydrodynamics of restricted mouth BBEs and ICEs 
have historically been under-studied, potentially because 
the shallow waters and wave activity near the inlet have 
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prevented these systems from being used as ports and 
harbors without dredging and/or armoring (Williams and 
Stacey 2016). Yet understanding their hydrodynamics is 
critical for understanding their critical ecosystem services 
and resilience to future changes including development, 
upstream freshwater diversions, and climate change. 
These estuaries can support extensive marsh, tidal flat, 
and subtidal habitats, provide carbon sequestration, con-
fer resilience to flooding from storms and sea level rise, 
and are valuable recreational spaces (Zedler and Kercher 
2005; Shepard et al. 2011; Bouma et al. 2014; Holmquist 
et al. 2018; Rezaie et al. 2020). However, their dynamics 
can lead to development of low dissolved oxygen, stag-
nation, and outbreaks of mosquitos carrying vector-borne 
diseases, and other deleterious ecosystem consequences. 
This paper uses extensive field observations from Los 
Peñasquitos Lagoon (LPL) in Southern California (Fig. 1) 
to explore how the dynamics of a small, shallow, bar-built, 
intermittently closed estuary changes over various time 
scales. This includes examining the dynamical interaction 
between waves, sill height, and estuarine circulation. We 
also address the impacts of these dynamics on dissolved 
oxygen.

Observations in LPL from December 2014 through mid 
June 2019 of physical parameters including water level, 
waves, bathymetry, currents, salinity, temperature, density, 
and dissolved oxygen are used here (Fig. 2). Few long-term 
data sets in small systems such as LPL exist, with the notable 
exception of a study in Elkhorn Slough, a small Central Cali-
fornia LIE that is open year-round and develops an inverse 
circulation during the summer and fall months (Nidzieko 
and Monismith 2013). The long time period allows us to 
examine estuarine dynamics not just through a few tidal 
cycles, but over a range of conditions and timescales, thus 
providing a broader understanding of the estuarine dynamics 
and its response to and dynamical feedbacks with varying 
climatological and morphological states. Specifically, the 
observational period covers a few unique Southern Califor-
nia climatological periods including a marine heatwave, a 
large El Niño, and anomalously wet and dry years. Mor-
phological states span open and scoured to closed, high-
berm mouth conditions. Thus, we are able to provide new 
insights into the dynamics of small, shallow, ICEs and how 
they change over various time scales including tidal, diurnal, 
spring-neap, seasonal, and interannual. This type of long-
term dataset can provide baseline dynamical understanding 

Fig. 1   Location of Los Peñasquitos Lagoon and instruments 
deployed. a California coastline with outline of panel b delineated in 
pink. b San Diego County coastline with watershed of Los Peñasqui-
tos Lagoon and offshore bathymetry. USGS river discharge gauge (Q) 
denoted as a diamond; SIO Pier (pier) denoted as a star; CDIP wave 
buoy 100 (wave) denoted as a square; and NCDC precipitation gauge 
(rain) denoted as an inverse triangle. Red outline delineates the region 

of c. c Los Peñasquitos Lagoon with instrument locations (white for 
nearly continuous measurements, gray for short-term deployments) 
overlain on marsh topography and bathymetry in teal (light colors are 
higher elevation). Estuary bathymetry was collected from a combina-
tion of UAV measurements and towed ADCP measurements, while 
those offshore are from the 1/3 arc-second San Diego Coastal DEM 
model from NOAA and all are referenced to NAVD88
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to interpret potential responses to future changing forcing 
conditions. After describing our methods (see the “Methods” 
section), we describe the long-term trends in circulation, 

the wave forcing that propagates into the system, the tidal 
circulation with different sill heights, the circulation over 
a fortnightly spring-neap cycle, and impacts on dissolved 

Fig. 2   Los Peñasquitos data from 01 December  2014 to 31 May   
2019. Gray vertical bars indicate periods of inlet closure. a  Water  
level (m, NAVD88, dark blue) and lower-lower water level indi-
cating the sill height (m, NAVD88 brown). b  Exchange veloc-
ity defined as the subtidal velocity minus the EOF mode 1 veloc-
ity, uobs

E
(t, �) = ⟨u⟩ − EOF1 (m s−1). c Water level ( �o,��∕�t

0
 gray; �e,��∕�t

0
 , 

dark blue) and velocity ( �e,u
0

 , medium blue) asymmetry in the estuary 
( e , blues) and offshore ( o , gray). Asymmetry in the estuary is not calcu-
lated during periods of closure. d Density at e2top (near-surface, light 

blue), e1mid (mid-water column, medium blue), e2bot (near-bottom, 
dark blue) and e3mid (furthest upstream, very light blue) locations. e 
Dissolved oxygen at e2bot (dark blue) and e1mid (medium blue) sen-
sors. f  Significant wave height from Torrey Pines Outer Buoy (dark 
gray, CDIP Buoy #100) and river flow (filled medium blue, 158% 
USGS gauge 11023340). Dark grey vertical lines indicate January 1 
of each year, black rectangles indicate time  periods shown in Figs.  3 
and 6 as labeled, and orange bars indicate time periods when wave  
data was collected at oADV, szP, and eP
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oxygen conditions (see “Results” section). We then discuss 
how the interannual forcing variability affects the estuary 
inlet morphodynamics, how those changes affect the tidal 
circulation, and finally how they affect the residual circula-
tion, including comparing the observed dynamics to classi-
cal estuarine theory (see the “Discussion” section).

Methods

Field Site Description: Los Peñasquitos Lagoon

Between December 2014 and June 2019, measurements 
were conducted in LPL, a small ICE in Southern California 
(Fig. 1). LPL is an LIE, located in a Mediterranean climate 
with minimal precipitation during the summer and episodic 
inputs during the winter. LPL serves as the outlet to a 255 
km2 watershed draining Carmel Valley, Los Peñasquitos 
Canyon, and Carroll Canyon. The estuary is a designated 
Natural Marsh Preserve by the state of California and is part 
of the Torrey Pines State Reserve. LPL is small and shallow 
(max depth less than 4 m), covering approximately 2 km2 
with extensive marsh habitat (Fig. 1). The main channel is 
about 2.5 km long and less than 70 m wide. The estuary inlet 
crosses a nourished sand and cobble beach where adjacent 
beach sand accretes in the summer and erodes in the winter 
(Ludka et al. 2016) while the inlet experiences accretion dur-
ing winters (Harvey et al. 2020; Young et al. 2018). The last 
major beach nourishment was in 2001, large nourishments 
further north in 2012 are hypothesized to have increased 
sand volumes at the LPL mouth in 2013, and minor nour-
ishments occur every year during inlet dredging (SANDAG 
2018; Crooks et al. 2014).

LPL has been subjected to physical modifications in and 
around the estuary which impact its hydrodynamics and 
connectivity with the ocean. Microfossil, pollen, and sedi-
ment data from deep cores demonstrate a rapid increase in 
sedimentation and infilling of the lagoon beginning in the 
early nineteenth century, likely related to cattle grazing and 
increased erosion in the watershed (Cole and Wahl 2000; 
Scott et al. 2011). In 1925, a railway berm was relocated to 
the middle of the estuary and in 1933 Highway 101 (now 
Torrey Pines Road) was completed upon a berm along the 
ocean edge of the estuary (Beller et al. 2014). From 2015 
to 2017, three wooden railway trestle bridges were replaced 
with concrete bridges. Over the main span, a bridge with 
about 96 timber pilings was replaced with a concrete bridge 
with 27 concrete pilings. Historically, the inlet location was 
able to migrate along the coast; however, during the High-
way 101 construction, the inlet was moved approximately 
0.5 km south of its 1932 location and constricted to a bridge 
opening. The bridge was rebuilt in 2004–2005 leading to the 

current 38-m-wide constricted inlet. While LPL was histori-
cally an LIE with hypersaline conditions likely developing 
during late summer and fall, increased freshwater runoff 
from urban development (White and Greer 2006) prevents 
the main channel from becoming hypersaline (Largier et al. 
1997) although smaller arms do continue to become season-
ally hypersaline. Moreover, construction of an upstream dam 
and water impoundments has decreased winter time river 
flows (Henning et al. 2012).

Inferences from historical records, vegetation surveys, 
and marsh sediments indicate that LPL began to experience 
increasing periods of mouth closure associated with these 
anthropogenic impacts (Purer 1942; Cole and Wahl 2000; 
Scott et al. 2011; Hastings and Elwany 2012; Beller et al. 
2014). The inlet is frequently dredged (Hastings and Elwany 
2012) in response to a combination of potential for vector-
borne disease, flooding, and low dissolved oxygen costing 
approximately $115,000 to $130,000 for each dredging 
event (Mike Hastings, personal communication). A major 
estuarine restoration is proposed for the coming years (LPL 
Foundation et al. 2016).

Observations

Velocity Measurements

A long-term mooring ~ 0.75 km upstream from the inlet (e2, 
Fig. 1) with an upward-looking 1200-kHz acoustic Doppler 
current profiler (ADCP, RDI Workhorse Monitor) sampling 
at 0.5 Hz in mode 12 (rapid ping mode with sub-pings) was 
deployed on a bottom-mounted flat plate measuring veloc-
ity in 10 to 20 cm bins with varying blanking distances 
of 0 to 15 cm collecting data in either beam (01 Decem-
ber 2014 to 17 February 2015) or earth coordinates (26 
February 2015 to 14 June 2019). The ADCP was swapped 
every 2–3 months collecting a nearly continuous record from 
01 December 2014 until 14 June 2019. Due to deployment 
logistics, the exact location and depth of each deployment 
varied slightly. They were adjusted to a consistent depth by 
aligning them to survey-located pressure sensors at e1 or eP 
(described below).

Individual velocity measurements were ensemble averaged 
into 10-min bins, resulting in errors of 0.67 cm s−1 or less for 
all but one 1-month deployment (which had an error of 
0.80 cm s−1). For each deployment, velocities were rotated into 
principal axis coordinates based on each deployment’s maxi-
mum variance during open periods in order to define along and 
across-channel axes (u, v respectively). Velocities were trans-
formed into depth-normalized coordinates (� = z∕D), where 
D is the instantaneous, time-varying, water depth. Velocities 
were extrapolated to the bed (assuming no flow at the bed and 
interpolated using a shape-preserving piecewise cubic 
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interpolation) and surface (using a quadratic extraction that 
assumes �u

�z
 = 0 at the surface) following Giddings et al. (2014). 

Gray thatched areas on figures with depth-varying velocity 
indicate extrapolated data.

CTD and Turbidity Measurements

Adjacent to the ADCP at e2 (Fig. 1), near-surface (mounted 
just beneath a floating buoy) and near-bottom conductivity, 
temperature, and depth sensors (CTD, SBE-37 SMP) sam-
pling at 1 min and 2 min (5 min after June 2017), respec-
tively, were deployed (Fig. 2d, light and dark blue). Near-
bottom CTD measurements were initially on the bed and 
moved to ~ 20 cm above the bed after January 2019. Dis-
solved oxygen (DO) measurements were collected using a 
CTD-integrated SBE-63 optical dissolved oxygen sensor at 
the bed from 03 November 2015 to 09 October 2017 and 10 
January 2019 to 20 June 2019 (Fig. 2e) and at the surface 
between 10 January 2019 and 2 April 2019. The CTDs occa-
sionally experienced significant biofouling and/or sediment 
entrainment resulting in artificially low salinity measure-
ments. Unrealistic data was removed from all analyses. In 
some cases, the instrument was not obviously fouled; how-
ever, data was questionable and is denoted by a dashed line 
in Fig. 2d. Surface and bottom density measurements were 
used to estimate the Brunt–Väisälä frequency, N2 = −

g

�o

Δ�

Δz
 

, using bulk top to bottom stratification ( Δ� over a height of 
Δz ) where �o is the average density and g is gravity.

In addition to the moorings, four CTD-DO instruments 
with turbidity and pH (YSI EXO dataSondes) were deployed 
on poles by the Tijuana River National Estuarine Research 
Reserve (TRNERR) System Wide Monitoring Program 
(SWMP), fixed at approximately 0.5 m above the bed (i.e., 
mid-water column) sampling at 15-min intervals. The YSI 
EXO turbidity sensors are lab-calibrated with a 2-point 
calibration using DI water and a 126 NTU standard such 
that their output is in NTU. Occasional spikes (> 100 NTU) 
well outside the typical measurements (99.9% of all tur-
bidity measurements fall beneath 14.3 NTU) are removed. 
Two instruments at e1 and e3 (downstream and upstream 
of our ADCP/CTD mooring respectively) were deployed 
in the main channel (Figs. 1 and 2d, medium blue, e1mid, 
and very light blue, e3mid) and two (TJSW and TJSE) were 
deployed in side arms. TJSE is not used in this manuscript 
and TJSW was discontinued on 02 July 2017. Due to bridge 
construction, the e1 sensor was moved ~ 50 m downstream 
on 29 October 2015 and was located about 0.75 m higher 
in the water column from 29 October 2015 to 27 Febru-
ary 2017. All data from e1mid will be analyzed as a mid-
water column instrument; however, note that because it is 
fixed in elevation, its depth relative to the water surface and 
any pycnoclines changes with time. The absolute elevation 

of e1 was obtained with a Spectra Precision Epoch 50. Dur-
ing 2 ~ 1-month gaps in the water elevation time series at 
e1 (September 2015 and March 2017), water levels were 
supplemented with ADCP pressure measurements. All data 
was interpolated to 10-min intervals.

Wave Measurements

During each winter (approximately November through late 
March/early April, see orange bars on Fig. 2f), two buried 
Paroscientific, Inc. pressure sensors were deployed just off-
shore (in the surfzone, szP) and just inside of the estuary 
inlet (eP). Sensors were buried approximately 1 m under 
the sand, although sediment accreted and eroded through-
out the deployment period. Sensor locations varied slightly 
year to year due to a mobile cobble layer restricting pos-
sible deployment locations. The exact locations of szP and 
eP were surveyed using a Spectra Precision Promark 700 
Global Navigation Satellite System Real-Time Kinematic 
(GNSS RTK) GPS. In February 2016 and January 2017 sand 
at szP eroded more than about half a meter, and the sensor 
was relocated for public safety. eP was moved once on 17 
March 2017 when accretion exceeded 1 m causing the sensor 
to no longer be in direct wave action. The pressure sensors 
sampled at 2 Hz continuously for 59.73 min each hour. szP 
and eP pressure measurements were corrected to account for 
frequency attenuation effects due to burial (Raubenheimer 
et al. 1998).

An acoustic Doppler velocimeter (ADV) was deployed 
just offshore of the LPL inlet in ~ 9-m water depth at oADV 
overlapping with the szP and eP winter deployments but 
extending longer in time, 6 months, deployed before and 
recovered after the szP and eP sensors. The upward facing 
ADV sampled velocity and pressure at 2 Hz at 0.5 to 0.9 m 
above the sand bed respectively.

Variance preserving spectra were computed for 30-min 
windows every 15 min from the pressure signals at oADV, 
szP, eP, and e2ADCP. Each 30-min window was divided into 
11 segments with 75% overlap. Significant wave heights for 
total, swell, and IG bands (HT, HIG, and HSW) were calcu-
lated according to:

where f  is the frequency; S(f ) is the power spectral density 
of the free surface, η; f1 = 0.167 Hz, f2 = 0.04 Hz, (6 to 25 
s periods) for swell energy; and f1 = 0.04 Hz, f2 = 0.004 Hz 
(25 to 250 s periods) for IG wave energy (Bertin et al. 2018).

A downward facing ADV sampling at 8 Hz at 0.28 m 
above the bed with an attached un-calibrated optical back-
scatter sensor (OBS) sampling at 0.67 m above the bed was 

(1)H = 4 ×

√

∫
f2

f1

S(f )df
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deployed for 1 day on 22 January 2016 near the estuary 
mouth (eADV).

Meteorological Measurements

Atmospheric pressure was obtained from 3 stations: the 
TRNERR SWMP provided barometric pressure measure-
ments at LPL (on land adjacent to e1 on Fig. 1c); a 2-Hz 
atmospheric pressure sensor was stationed at Scripps Insti-
tution of Oceanography (SIO, near location labeled pier on 
Fig. 1b); and a third barometric pressure sensor was pro-
vided by Earth Networks, Inc. from the SIO Pier (pier on 
Fig. 1b). All water level measurements were corrected with 
barometric pressure from one of these three sensors. Specifi-
cally, the offshore, surfzone, and mouth 2-Hz pressure sen-
sors were always corrected with the 2-Hz SIO atmospheric 
pressure sensor. For all other instruments, further inside the 
lagoon, the TRNERR SWMP barometric pressure sensor 
was used when it was available and occasionally when it 
was not working, the Earth Networks, Inc. SIO Pier sensor 
was used. Earth Networks, Inc. also provided precipitation, 
air temperature, and wind data from the SIO Pier, approxi-
mately 7.5 km south of LPL (pier, Fig. 1b). Long-term pre-
cipitation records were obtained from the National Climatic 
Data Center (NCDC) Station USW00023188 at San Diego 
Airport, 26 km south of LPL (rain, Fig. 1b).

Bathymetry

Bathymetric data within the estuary was collected in tran-
sects using a downward-looking, towed ADCP (see Fig. 1c). 
The depth was converted into absolute elevation by sub-
tracting the depth data from the surveyed water level sen-
sor. Bathymetric transects were conducted on 11 January 
2015, 12 January 2016, and 29 January 2016 upstream of the 
railroad bridge and on 03 March 2017, 13 March 2017, 27 
March 2017, and 04 April 2017 downstream of the bridge. 
Additionally, depth measurements from occasional CTD 
casts were incorporated into the channel depth bathymetry 
dataset. Shallower (intertidal) elevations near the mouth 
were collected from unmanned aerial vehicle (UAV) data 
converted into elevation with structure-from-motion soft-
ware (Pix4D). The composite bathymetry (Fig. 1c) shows a 
relatively uniform, shallow channel which decreases in depth 
upstream with a sill near the mouth and two deeper holes 
near the outside of the two sharpest bends. Harvey et al. 
(2020) showed that the lower-low water levels in the estuary 
provided a good approximation of the average elevation of 
the inlet (measured through bathymetry and topography sur-
veys). As such, the sill elevation, hsill, is defined as the lower-
low water level at e1. During prolonged closures, the sill 
elevation may increase due to additional sediment delivery 
by waves; however, we also observe a net increase in water 

level during closures presumably due to a combination of 
sill elevation increases and continued freshwater inflow into 
the lagoon. We do not consider groundwater flow through 
the sill. Thus overall, the estimate provides a lower bound of 
sill height during closure and a good approximation of sill 
height and inlet state changes over time (Harvey et al. 2020).

Additional Measurements

Ocean (o) water level, temperature, and salinity at SIO 
Pier were extracted from the NOAA tide gauge (station 
9410230, tides​andcu​rrents.​noaa.​gov) and the Southern 
California Coastal Ocean Observing System (SCCOOS, 
sccoos.org) Automated Shore Stations (Fig. 1b). Offshore 
wave data (significant wave height, Hsig; peak period; 
and peak direction) was extracted from the Coastal Data 
Information Program (CDIP, cdip.ucsd.edu) Torrey 
Pines Outer Buoy 100, 12 km west (offshore) of the inlet 
(Fig. 1b).

River discharge is estimated from the United States 
Geological Survey (USGS) Los Peñasquitos Creek Gauge 
11023340 (Fig. 1b). Using Elwany’s (2011) calculations 
and gauged watershed areas suggest that the continuous Los 
Peñasquitos Creek USGS gauge reported values should be 
multiplied by 158% to approximate the total river inflow.

A time-lapse camera taking photos of the inlet area dur-
ing daylight every 15 min was deployed near the mouth by 
the TRNERR SWMP (Fig. 1c).

Analysis Methods

Removal of Tides

Velocities were low-pass filtered using a Godin filter (Godin 
1972; Thomson and Emery 2014) to remove tidal energy. A 
Godin filter specifically removes energy at the diurnal tidal 
constituent frequency (and higher), while keeping longer tidal 
interaction periods such as the fortnightly spring/neap cycle. 
Walters and Heston (1982) and Thompson (1983) both point 
to the superior ability of a Godin filter to remove tidal compo-
nents over cosine-Lanczos and cosine-Lanczos squared filters, 
as we also found. However, they also point out that the Godin 
filter can attenuate 2–3 day variations in surface elevation. 
Given our focus on tidal variation, and subtidal variations over 
fortnightly and longer timescales, results presented here are 
insensitive to the filter choice and we chose the Godin filter 
due to its ability to remove diurnal tidal motions. Data that has 
been subtidally filtered is denoted with angled brackets, ⟨∙⟩ .

Empirical Orthogonal Functions

Singular value decomposition (SVD) (Thomson and 
Emery 2014) of the low-passed velocities was used to 

90 Estuaries and Coasts  (2023) 46:84–108

1 3

https://tidesandcurrents.noaa.gov/waterlevels.html?id=9410230


calculate the first three empirical orthogonal function 
modes (EOF1, EOF2, and EOF3). These are used below 
to estimate the subtidal exchange velocity.

Asymmetry

Asymmetry can be an important parameter for sediment 
transport into or out of an inlet. The asymmetry can be 
defined in several ways including inlet asymmetry and 
tidal asymmetry, and is often quantified by a normalized 
skewness (Thomson and Emery 2014; Nidzieko 2010). 
In order to better incorporate sediment transport which is 
generally proportional to velocity cubed (Bagnold 1966), 
Nidzieko and Ralston (2012) define γ0 as the third sam-
ple moment about zero normalized by the second sample 
moment about zero (Eq. 2). The skewness was calculated 
using the free surface to compare measurements in the 
estuary and in the ocean and using the velocity in the 
estuary to better assess the contributions of skewness to 
sediment transport. To construct a time series, a running 
window of 2 times a lunar day (24.84 h) is used where the 
lunar day starts on an offshore higher-high water (HHW).

where n is the number of samples Fi . For �o,��∕�t
0 , F is defined 

as ��o∕�t where �o is the offshore water level. For �e,��∕�t
0

 , F 
is defined as ��e∕�t where �e is the estuary water level. For 
�
e,u

0
 , F is defined as the depth-averaged along-stream estua-

rine velocity, [u] , (square-brackets indicate depth-averaged).
The tidal asymmetry factor of the inlet morphology is 

defined as γinlet (Friedrichs and Madsen 1992; Nidzieko 
2010):

where a is the tidal amplitude (i.e., half the tidal range 
between MHHW and MLLW, a ~ 0.8 m), d is the mean estu-
ary depth ( d ~ 1 m), B is the main channel width (below 
MLLW), b is mean of the total estuary width between 
MLLW and MHHW, and � = 0.5 is a weighted friction term 
following Nidzieko (2010). B ~ 35 m and b ~ 67.5 m were 
approximated with drone imagery and based on distances in 
the inlet area near the mouth.

Phase Averaging

Various parameters were phase-averaged in order to exam-
ine consistently repeatable patterns. All variables were 
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interpolated or bin-averaged to 10-min intervals prior to 
phase averaging. Data was then tidal phase averaged and/or 
fortnightly phase averaged.

Tidal Phase Averaging  Tidal phase averages are defined 
between two offshore higher-high water (HHW, defined as a 
high tide that is higher than the previous high tide) events in 
order to capture the mixed semi-diurnal tide. If there are two 
HHW events in a row, the segment is ignored. If there is a 
HHW followed by two lower high water (LHW) events, then 
that tidal segment is defined between the offshore HHW and 
the second LHW event (the time period between the second 
LHW and the next HHW is ignored). This results in 1796 
individual semidiurnal tidal phase (HHW through LHW to 
the following HHW) realizations with an average length 
of 24.76  h. For the phase average plots and analyses, the 
phase is shifted such that zero phase is defined as the estuary 
depth-averaged, phase-averaged slack water preceding the 
offshore HHW water level during open conditions (a shift 
of a little more than π/3 or 4.67 h before HHW). This eases 
description as a phase of π approximately denotes the tran-
sition from the larger to the smaller tide and π/2 and 3π/2 
approximately denote transitions from flood to ebb tides. 
The number of realizations of each variable is dependent 
on the data availability as most instruments had data gaps 
(Table 1). If more than 75% of a given tidal cycle is missing  
data, that tidal cycle was ignored and not included in the 
tidal phase average. Angle brackets with a � subscript indi-
cate tidal phase averaging, ⟨∙⟩�.

The tidal phase averages were performed for three separate 
inlet states: open, pre-closure, and closed. The open or closed 
inlet state was determined from estuary water levels (and 

Table 1   Average number of realizations that go into M2 phase aver-
ages in Figs. 7 and 8

Variable Open Pre-Closure Closed Spring Neap

oWL 857 121 275 265 251
eWL 854 121 275 265 249
ue2 686 119 254 203 203
�e1 720 116 254 224 212
�e2bot 354 84 219 102 104
�e2top 203 60 160 46 72
N2

e2
99 47 93 19 36

Dissolved oxygene2bot 109 67 198 24 37
Dissolved oxygene1 761 116 254 237 224
Turbiditye1 764 116 254 238 226
WaveseP 233 66 133 77 78
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corroborated with time-lapse camera imagery). Pre-closure 
refers to 7 days prior to a mouth closure in order to cap-
ture the approach to closed conditions, when the estuary sill 
is often changing rapidly and the inlet is typically strongly 
constricted. For some analyses (as stated below), periods of 
high river flow (defined as any time 24 h before or after the 
stream gauge or the first EOF mode amplitude was in the top 
5th percentile of measurements) were removed. Open period 
averages were further divided into spring and neap periods 
based on the top and bottom 33.3 percentiles of offshore tidal 
amplitude range (A) (spring A > 1.78 m; neap A < 1.35).

Fortnightly Phase Averaging  In a similar manner to the 
tidal phase averaging, variables were phase averaged over 
a spring-neap period. A spring-neap period is defined as 
half a lunar month (14.77 days). The start of each spring-
neap period is defined as an offshore HHW event, and the 
end of the period is the nearest HHW event 14.77 days after 
the start of the spring such that � = 0 and 2� are the peak 
spring tide and � = � is the peak neap tide. Angle brack-
ets with a � indicate spring-neap phase averaging, ⟨∙⟩� . An 
individual spring-neap cycle for a given variable was only 
included in the fortnightly phase average if data was availa-
ble for more than 50% of that spring-neap cycle, resulting in 
63 realizations for the ADCP data (less for the CTD which 
has more bad data).

Exchange Velocity

A theoretical approximation of the gravitationally driven 
component of the exchange velocity (i.e., the exchange 
driven by baroclinic density gradients rather than barotropic) 
is scaled as:

where g is the gravitational acceleration, D is the time-var-
ying water depth, Δ�x

ΔX
 is the longitudinal density gradient, 

�t is an effective eddy diffusivity as defined for estuaries 
dominated by a pressure-friction balance (MacCready and 
Geyer 2010), and the brackets represent subtidal filtering. To 
estimate a diffusive exchange flow magnitude based on this 
theory using our data, we use the following approximation 
of this equation:

where the density gradient is estimated between �e3mid 
and �o (for which ΔX = 2 km) and �t has been scaled as 
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E
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�t ≈
√
CDUTd ≈

√
CD⟨UT⟩⟨D⟩ , where CD = 1.0 × 10−3 is 

a coefficient of drag, UT is the absolute value of the depth-
averaged velocity ( UT = |[u]| ) at the ADCP, and d is a rep-
resentative channel water depth.

In a full derivation of the exchange flow (rather than a 
scaling), the magnitude of the gravitational exchange veloc-
ity has the same functional dependence as Eq. 4; however, a 
factor of 1/48 appears. Moreover, the relationship between 
�t and 

√
CDUT requires a scaling that has been found to vary 

greatly depending upon background stratification conditions. 
For an unstratified boundary layer, the maximum mid-depth 
�t ≈ 0.1

√
CDUTd (e.g., Nezu and Rodi, 1986; Geyer and 

MacCready 2014); whereas for a stratified boundary layer, 
�t is significantly reduced. Ralston et al. (2008) and Mac-
Cready (2007) scale the maximum �t under stratification as 
�t ≈ 0.03CDUTd which using CD = 1.0 × 10−3 is equivalent 
to �t ≈ 9.5 × 10−4

√
CDUT

d , a factor of 100 smaller than the 
unstratified value, becoming even smaller when the bottom 
boundary layer takes up only a portion of the water column. 
Thus, the magnitude of the exchange flow estimate is ulti-
mately very sensitive to the �t parameterization.

The observed exchange flow throughout depth and time 
is defined as the subtidal velocities minus the 1st EOF 
mode such that uobs

E
(t, �) = ⟨u⟩ − EOF1. EOF1 is sub-

tracted to remove the barotropic river flow, such that here 
our observed exchange flow is that due to baroclinic and 
intratidal processes and can be directly compared to Eq. 5. 
While this EOF decomposition is a mathematical tool, it 
often correlates with physical mechanisms. The dominant 
EOF mode is commonly related to the barotropic com-
ponent of the flow and has been removed to isolate the 
subtidal sheared (baroclinic) estuarine circulation (e.g., 
Stacey et al. 2001; Giddings et al. 2014) as elaborated in the 
“Velocity EOFs” section and the Appendix. The time-var-
ying magnitude of the exchange flow is defined as Uobs

E
(t) = 

uobs
E

(t, �max) − uobs
E

(t, �min) , where �max and �min indicate the 
vertical location of the maximum and minimum exchange 
flow in depth-normalized coordinates. If �max or �min are 
above or below the extrapolated locations, the last meas-
ured bin was used. The sign of Uobs

E
 is negative if the outflow 

is below the inflow (i.e., inverse estuarine exchange flow).

Results

Velocity EOFs

The first 3 EOF modes of the 1-h interpolated subtidal 
velocities for all available data explain 94.0%, 5.1%, 
and 0.01% of the variance, respectively. The first mode 
is unidirectional and correlates with river flow with the 
maximum correlation occurring when EOF mode 1 is 
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lagged 7 h behind the river flow (r = 0.68, p < 0.001).  
The 2nd mode has a single zero-crossing, consistent 
with a baroclinic vertical structure and correlates well 
(r = 0.89, p < 0.001) with the difference between ⟨u⟩ 
at � = 0.8 and � = 0.25 . The second mode is positive 
(indicating velocities are out at the surface, in at depth, 
i.e., a classical estuarine circulation) 91.7% of the time 
when the estuary is open. The 2nd mode also correlates 
well with the observed exchange flow magnitude, Uobs

E
 ( 

r = 0.91, p < 0.001) as expected because Uobs
E

 includes 
EOF modes 2 and higher, where EOF mode 2 repre-
sents a significantly larger velocity variance than any 
higher modes. The EOF vertical profiles and amplitude  
time series are shown in Appendix Fig. 11 and full re-con-
structed EOF mode 1–3 vertical velocities are shown in  
Appendix Fig. 12.

Wave Field Offshore and in the Estuary

Wave energy was measured at 4 locations from offshore to 
upstream during each winter as described in the methods: 
oADV, szP, eP, and e2. The peak period of the offshore 
energy varies with longer period waves (shorter frequency) 
arriving before shorter period waves (higher frequency) 
(Fig. 3c). Note that while Fig. 3 shows data from winter 
2017 (the period outlined by the second black rectangle 
on Fig. 2), the temporal and offshore to onshore trends are 
consistent year to year and Figs. 4 and 5 utilize all winter 
data (orange lines on Fig. 2). Most of the offshore energy 
was in the swell band (Figs. 3c and 4). Moving inshore to 
the surfzone, szP, there is less total energy and the peak 
period has increased (Fig. 3d). At szP, the height of the  
swell waves is much smaller than offshore, but the height 

Fig. 3   Wave energy along estuary. A 3-month time series of a water 
level (blue), sill elevation (brown), b offshore significant wave height 
(CDIP Buoy #100), and c–f wave energy spectrograms (in 30-min 
segments) progressing from offshore (c, oADV), to the surfzone (d, 
szP), into the estuary inlet (e, eP), and upstream (f, e2). Horizontal 
green lines indicate periods of 6 s (light green), 25 s (medium green), 

and 250 s (dark green) for reference. Yellow indicates more energy 
while dark purple indicates less. Note that the colorbar on c–f are 
the same; however, f is beginning to hit the instrument noise floor. 
Gray bars across all panels indicate two periods of closure within this 
3-month time series
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of the IG waves is larger than offshore (and the largest of 
the four locations) (Fig. 4b). Moving upstream, the total 
amount of energy decreases with very little wave energy 
when the estuary is closed (Fig.  3). When the waves 
offshore are large (Fig. 3b) and the sill is low (Fig. 3a), 
IG waves are able to make it up to e2, 0.75-km upstream 
(Fig. 3f). The highest percentage of total energy in the IG 
band is found inside the estuary mouth, at eP (Figs. 3e and 
4c). The IG percent of total energy at e2 is also high but 
slightly smaller, potentially because of the higher noise 
floor of the instrumentation.

In the inlet, the total amount of wave energy is dependent 
on the offshore wave height (Fig. 3), the tidal current veloc-
ity, and the offshore water level relative to the sill height 
(Fig. 5). The ratio between the IG wave energy at eP and 
that at szP (i.e., the fraction of IG energy in the surfzone that 

propagates into the estuary) is near zero (light yellow, Fig. 5) 
when the offshore water level is lower than the sill height. 
The fraction of surfzone IG wave energy that makes it inside 
the estuary is largest (dark pink, Fig. 5) when velocities at 
e2 are flowing into the estuary ( [u] > 0 , flooding current) 
and when the offshore water level is high relative to the 
sill height (upper-right quadrant of Fig. 5). Wave-current 
interaction can impede or facilitate wave energy propaga-
tion through the inlet to up-estuary locations. At the same 
relative water levels, less IG wave energy is able to propa-
gate upstream during ebb tides, while during flood tides, IG 
wave energy can propagate upstream with minimal dissipa-
tion (Fig. 5).

The short-term eADV deployment exemplifies this wave-
current interaction and the impact on suspended sediment 

Fig. 4   Wave data summary. Significant wave height violin plots of 
swell a and IG b energy bands measured in 8 m of water (oADV, 0.5 
km offshore), the surfzone (szP, 0.15 km offshore), inside the estuary 
inlet (eP, 0.15 km upstream), and upstream (e2, 0.75 km upstream). 
The violin plots show the full histogram in gray with black lines 
marking the 25th, 50th (thick), and 75th percentiles. Note that oADV 
HSW and HIG and szP HIG contain a few values beyond the axes upper 
limits (up to 3.9 for HSW and 1.1 for HIG), but represent such a small 
fraction of the total data that the histogram becomes essentially invis-
ible. c Percent of IG significant wave height vs total spectrum wave 
height. The large dots are the mean, the smaller dots indicate ± one 
standard deviation. The ADCP pressure sensor error was larger and 
the sampling interval longer which may have artificially increased the 
amount of total wave energy resulting in a lower HIG/Htot value

Fig. 5   IG wave height reduction in inlet. All available open period 
data in a 2-D histogram of the water level height above the sill (water 
level offshore minus the lower-lower water level at eP such that val-
ues > 0 indicate the offshore water level is above the sill) against 
depth-averaged currents at e2 (where [u]>0 indicates a flood tide) 
where the size of the dot indicates the number of samples in each bin. 
The dot is colored by the average wave height reduction for all data 
that is in each bin. The wave height reduction is defined as the per-
cent of wave height inside the estuary inlet, eP, relative to the surf-
zone, szP (i.e., 100% times HIGat eP divided by HIGat szP) where the 
lightest yellow indicates that surfzone waves do not reach the inlet 
sensor and dark pink indicates that waves at eP are the same size as 
those in the surfzone. The estuary IG wave height is greatest com-
pared to that in the surfzone (dark pink) when the offshore water level 
is high compared to the sill height and during strong flooding tides 
(upper-right quadrant)
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(Fig. 6). As the magnitude of outflowing velocity decreases 
at eADV (Fig. 6a) and the water levels start to increase 
within the estuary (Fig. 6b), some small waves reach the 
sensor at eP (Fig. 6c, grey). When the velocity switches sign 
to a flooding current at eADV (Fig. 6a, red fill), the waves 
are able to propagate further (Fig. 6c, black). The waves 
reach the furthest distance upstream (e2, Fig. 6c, blue) dur-
ing inflowing velocities when the tide is highest (Fig. 6b). 
Note that there is a ~ 35 min lag between the start of the flood 
tides and the waves reaching eADV during the first larger 
flood tide. When wave fluctuations are present at eADV the 
optical backscatter, a proxy for suspended sediment concen-
trations increases substantially. The OBS voltage decreases 
over the course of the flood tide, which may suggest that the 
bottom stress influencing sediment resuspension is related to 
the ratio of the wave height to the total water depth, i.e., the 
bottom-orbital velocity magnitude over the flood tide likely 
decreases as water levels increase. The presence or absence 
of waves relative to the water level and velocity shown in 
Figs. 5 and 6 highlights the importance of both waves and 
currents impacting wave propagation. Carefully examining 
Fig. 6, the same water level during flood shows a backscatter 
signal while during ebb it does not, consistent with the larger 
wave signal during the flood. Similarly at the same mean 
current magnitude, backscatter is highest again during the 
flood when waves are larger. Overall, Fig. 6 shows that high 

backscatter is only present when the waves are present, thus 
suggesting a link between waves and currents on sediment 
transport.

Semidiurnal (2xM2) Circulation during Open, 
Pre‑closure, and Closed Periods

To explicitly examine the mixed semidiurnal tide with the 
larger and smaller tides, a phase average (see the “Tidal 
Phase Averaging” section) of a lunar day or 2 ×M2 is exam-
ined. Hereafter, the larger tide will refer to the M2 tide with 
the higher depth-averaged velocities ( ∼ 0 to ∼ � , Fig. 7f) 
and the smaller tide will refer to tide with the lower depth-
averaged velocities ( ∼ � to ∼ 2� , Fig. 7f). π/2 and 3π/2 
approximately denote transitions from flood to ebb within 
the larger and smaller tides respectively. These transitions 
are approximate as the flood and ebb tides are not sym-
metric. This will be done for different estuary conditions 
including open, pre-closure, and closed periods (below) 
and spring, neap periods (the “Circulation during Spring 
and Neap Periods” section). As a reminder, the number of 
individual tidal cycles that go into these phase averages is 
shown in Table 1. Because these are phase averages over 
many tidal cycles, individual tidal cycles differ from these 
average pictures and this variation is discussed briefly fol-
lowing the “Semidiurnal (2xM2) Phase Averages During  
Spring and Neap Periods” section.

Open

During open periods, the phase-averaged offshore tide, ⟨�o⟩� , 
has a range of 1.54 m between HHW and LLW while the 
phase-averaged estuarine water level, ⟨�e⟩� , has a range of 
0.75 m (Fig. 7a.i.). The HHW in the estuary is lagged 0.66 h 
behind the tide offshore (measured 7.5 km from the mouth) 
while the LLW in the estuary is lagged 2.32 h behind the  
LLW offshore. The normalized skewness of the water level rate  
of change is negative offshore, while it is positive in the estuary  
( �o,⟨��∕�t⟩�
0

= −0.15; �
e,⟨��∕�t⟩�
0

= 0.60) , indicating that the dura- 
tion of the falling tide in the estuary is longer than the rising  
tide and is significantly different from the nearly symmetrical 
offshore water level (Nidzieko and Ralston 2012).

Near-bottom estuarine density, ⟨�e2,bot⟩� , is slightly less 
dense than offshore, ⟨�o⟩� (Fig. 7b.i.). Near-surface estua-
rine density, ⟨�e2,top⟩� , is the least dense near the end of 
the smaller ebb tide, just before the start of the larger flood 
tide, and densest at the end of the larger flood tide. This 
results in maximum bulk stratification (N2 = 0.034 s−2) 
near the end of the smaller ebb tide and minimum bulk 
stratification (N2 = 0.010 s−2) near the end of the larger 
flood (Fig. 7b.i.). ⟨DOe2,bot⟩� generally has similar dis-
solved oxygen concentrations to ⟨DOe1,mid⟩� . However, 

Fig. 6   Snapshot of wave-current interactions. a 30-min average 
velocity data at ADV ~.4 km upstream (eADV). Blue (red) fill indi-
cates outflowing (inflowing) velocity at eADV. b 30-min averaged 
water level at eP (gray), eADV (black), and e2 (blue). c Raw water 
level minus 30-min averaged water level at eP, eADV, and e2. eP 
sampled at 2 Hz; eADV sampled at 8 Hz; e2 sampled at 0.5 Hz. d 
Turbidity from optical back scatter sensor in un-calibrated voltage. 
Because this sensor is un-calibrated, results are to be interpreted qual-
itatively. Deployment occurred during the low tide through the lower 
high and subsequent low. The sill was about 1.01 m high during this 
deployment
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⟨DOe1,mid⟩� is more variable throughout the tidal cycle 
(Fig. 7c.i.), potentially due to both its height in the water 
column and location closer to the estuary mouth.

Depth, phase-averaged velocity, ⟨[u]⟩� , ranges from 
−0.07 to 0.09 m s−1. The ebb tide velocity is weaker, and 
the ebb is longer in duration ( ⟨[u]⟩� is in the ebb direction 
57% of the time). The normalized skewness of the velocity 
( �e,⟨[u]⟩�

0
= 0.66) indicates flood dominance. The maximum 

velocity during the flood tide is at mid-depth (σ = 0.65) while 

the maximum velocity during the ebb tide is closer to the 
surface (σ = 0.85) (Fig. 7e.i.). The velocity is relatively more 
depth-uniform during flood tides with higher mid-water 
column shear during ebb tides. Note that hatched areas in 
Fig. 7e indicate the phase-averaged location of extrapolated 
data.

As shown with the analyses described in the “Wave Field 
Offshore and in the Estuary” section, tidal phase averages 
confirm that wave energy just inside the inlet (measured at 

Fig. 7   Tidal phase averages (2xM2) for open periods (i.), pre-closure 
periods (ii.), (defined as one week before closure), and closed peri-
ods (iii.). 0 and 2π correspond to the estuary slack currents preced-
ing the offshore higher-high water level. a Water level offshore (gray) 
and in the estuary (blue) in NAVD88. b Density offshore (gray), at 
e2bot (dark blue), e1mid (medium blue), and e2top (light blue). 
Stratification (purple, dashed) based on e2bot and e2top density and 
water depth (note: number of samples for e2top density and stratifica-
tion are reduced.). c Dissolved oxygen at e2bot (dark blue) and e1mid 
(medium blue) where a red dotted line indicates hypoxia. d Wave 
energy at eP, where yellow indicates more energy on a logarithmic 

colorbar. Horizontal green lines indicate periods of 6 s (light green), 
25 s (medium green), and 250 s (dark green). e Along-stream veloc-
ity at e2 in depth-normalized coordinates where red indicates posi-
tive velocities into the estuary (i.e., flooding), blue indicates negative 
velocities out of the estuary (i.e., ebbing). Gray hatching on e indi-
cates the phase-averaged region of extrapolated data. f Turbidity (in 
NTU) at e1mid from the lab-calibrated, integrated EXO turbidity sen-
sor. Prior to phase averaging, the turbidity spikes >100 NTU were 
removed. Shading on a, b (N2 only), c, and f indicates ± one standard 
deviation of the phase average
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eP) is dependent on the tidal amplitude as well as the magni-
tude and direction of velocity. Wave energy is larger during 
flooding tides and when the offshore water level is higher 
(Figs. 3, 5, 7d.i.). During the larger flooding tide and into 
the maximum high tide, the wave energy is greatest with the 
highest frequency of waves able to propagate into the mouth. 
Wave energy is lowest (and in lower frequencies) during the 
latter part of the larger ebb when the velocities are out of the 
estuary and the water level offshore is low.

The turbidity generally increases slightly during the flood 
tides (Fig. 7d.i.) and correlates with the depth-averaged 
velocity (r = 0.73, p = 0.002). However, the turbidity signal 
is variable with the standard deviation over 2.8 times the 
range of the phase-averaged turbidity signal.

Pre‑closure

During pre-closure periods (defined as 7 days before a 
closure), ⟨�e⟩� decreases to 0.36 m between HHW and 
LLW while the asymmetry increases, �e,⟨��∕�t⟩�

0
= 1.01 

(Fig. 7a.ii.). The surface water density is generally fresher 
and fluctuates less throughout a tidal cycle than during 
the open period; however, the bottom water also freshens, 
resulting in only slightly higher stratification. The low-
est stratification still occurs near HHW and the highest 
stratification remains at the end of the smaller ebb/start 
of the large flood tide (Fig. 7b.ii.). DO is slightly lower 
and the mid-water column DO varies less compared to 
open periods.

The maximum value of ⟨[u]⟩�  has decreased to 
0.06 m s−1 during the flood and − 0.03 m s−1 during the 
ebb tide. The normalized velocity skewness indicates 
even stronger flood dominance than during the open state 
( γe,⟨[u]⟩τ

0
= 1.64) . During the pre-closure period, nearly the 

entire ebb is constrained above the mid-water column depth 
while the bottom water is moving in the upstream direction 
(Fig. 7e.ii.) leading to increased mid-water column shear 
during the ebbs.

During the pre-closure period, the maximum phase-
averaged IG wave height, ⟨HIG⟩� , is 2.3 times higher than 
during the open period. There is very little wave energy 
during the ebbing tide (Fig. 7d.ii) near offshore low water 
levels because the combined wave swash elevation and off-
shore water level are not large enough to reach above the 
sill height (Fig. 7a.ii.). Despite reduced upstream currents, 
the turbidity is higher than during the open period, particu-
larly during flood tide periods with large wave energy. The 
increase in turbidity for the pre-closure period is associ-
ated with typically larger waves that precede closure, as dis-
cussed further in the “Waves” section. Note that the choice 
of 7 days pre-closure, rather than a sill height cutoff, was 
chosen to elucidate factors occurring in the approach to 
closure, not just constricted conditions.

Closed

During closed periods, ⟨�e⟩� does not vary with the offshore 
tidal phase and is consistently elevated above ⟨�o⟩� . The 
densities at all estuary locations are fresher and the DO is 
lower than during either pre-closure or open periods. Veloci-
ties are very small ( ⟨[u]⟩�<0.004 m s−1). During the closed 
phase, waves occasionally overtop the sill during offshore 
high tides resulting in some wave energy propagating into 
the inlet. The wave energy able to make it over the sill is 
primarily in the IG band with more energy able to propagate 
in during higher offshore water levels.

Circulation During Spring and Neap Periods

Semidiurnal (2xM2) Phase Averages During Spring 
and Neap Periods

During spring tides, ⟨�e⟩� has a larger maximum tidal range 
than during neap tides (0.97 m and 0.52 m between HHW 
and LLW, for spring and neap tides respectively) (Fig. 8a), 
directly related to the method by which spring and neap tides  
are defined as explained in the “Tidal Phase Averaging” sec-
tion). The skewness of the water level rate of change is simi-
lar between the spring and neap tides both within the estuary 
( �e,⟨��∕�t⟩�
0

= 0.65 and 0.57) as well as offshore, (�o,⟨��∕�t⟩�
0

= −

0.19 and − 0.05 for spring and neap, respectively). The veloc-
ity skewness, however, is much larger during neap tides 
(�

e,⟨[u]⟩�
0

= 0.41 and 1.20 , for spring and neap, respec-
tively). ⟨[u]⟩� during spring tides is much larger (~ 3 times) 
than during neap tides (Fig. 8f). Velocities extend deeper 
into the water column during spring tides (Fig. 8e). DO in  
the mid-water column is more variable during Spring tides 
(Fig. 8c) and turbidity is slightly higher (not shown). Wave  
energy is largest during the large spring flood tide and lowest  
during the lowest spring tide water levels (Fig. 8d).

While we focus on leveraging our long time series to illus-
trate tidal averages (Figs. 7 and 8), it is worth briefly noting 
that deviations from these averages occur over individual tidal 
cycles, which show variability relative to the mean largely 
due to the tidal range, and to a smaller degree due to indi-
vidual differences over time (i.e., wind, precipitation, sill 
height). For example, peak currents during spring, open tides 
(Fig. 8e.i.) can vary from 0.12 to 0.45 m s−1 (with a median 
of 0.21 m s−1). Figure 8f.i, f.ii. demonstrates the variability 
in individual tidal cycle [u]. Moreover, we focus on density 
(Figs. 7b and 8b) since ultimately it is variations in density 
that drive baroclinic pressure gradients. Salinity in the estuary 
ranges from nearly 0 (1.1, measured at the surface during a 
neap tide) to slightly hypersaline (34.6, measured near the bed 
during a neap tide). Temperature varies from 6.2 to 29.2 °C 
near the surface with less variation at depth where the diurnal 
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cycle is muted (13.3–27.7 °C). As is discussed further below, 
the density in the main arm of this estuary remains salinity 
dominated throughout the year with salinity explaining 98% 
of the density variance on average. The smaller estuary side 
arm (Fig. 1, stations TJSW and TJSE), with a smaller water-
shed, does become hypersaline during the summer months.

Fortnightly Phase Averages

When the subtidal data is phase averaged based on a fortnightly 
or spring-neap cycle (the “Fortnightly Phase Averaging” section) 
during the open, low river flow periods, the estuary water level 
range (HHW minus LLW) exhibits a smaller variation than the 
offshore range Fig. 9a). The ⟨hsill⟩� does not exhibit a clear spring-
neap cycle and has a very large standard deviation (not shown). 
Nonetheless, the majority of the mouth closures (red lines, 
Fig. 9a), 75%, occur during the neap tide compared to only 7% 
during the spring tide (defined as the bottom and top 33.3 percen-
tile of offshore tidal amplitude range respectively;  

even more, 82% of closures occur during neap if defined as 
between π/2 and 3π/2 fortnightly phase). The vertical stratifica-
tion,  ⟨N2⟩� ,  (Fig.  9b) and the along-channel  
density gradient, ⟨ ⟨�e3⟩−⟨�o⟩

ΔX
⟩
�
 (the latter not shown), are  

maximums during neap tides. The theoretical estuarine  
exchange flow estimated using in  situ variables, ⟨utheory

E
⟩
�
 ,  

(Eq. 5, Fig. 9c) is a maximum during neap tide and a minimum 
during spring tide. However, the observed exchange  
flow ⟨uobs

E
⟩
�
(and ⟨Uobs

E
⟩
�
) for the entire open time period (except 

during extreme river flows) is a maximum at the end of the  
spring tide (Fig. 9d–e) with a weak fortnightly signal.

To try to understand the unexpected temporal variability 
in uobs

E
and Uobs

E
 , we further separate the exchange flow cal-

culations based on the sill height in order to compare more 
open and more constricted conditions. When the exchange is 
calculated only during the lowest sill elevations (sill below 
0.69 m, NAVD88, lowest 1/3 of sill height measurements), 
and also restricting to open, non-extreme river flows, the 

Fig. 8   Tidal phase averages 
(2xM2) for spring (i.) and neap 
(ii.) periods. Same as Fig. 7 
but split into spring and neap 
periods based on the water level 
range as described in the “Tidal 
Phase Averaging” section. Note 
that panel f is different from 
Fig. 7f. f here shows phase-
averaged depth-average velocity 
([u], thick blue line) with all 
individual tidal cycles going 
into that phase average shown in 
very thin blue lines
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exchange flow strength is a minimum during spring, increas-
ing to a maximum during the neap tides (Fig. 10, dashed 
lines). When the sill was high (above 0.89 m, NAVD88, 
highest 1/3 of sill height measurements), the exchange 
strength was greatest during spring and between spring and 
neap and lowest during the neap tide.

Discussion

The objective of this paper is to understand how the 
dynamics of a small, shallow, bar-built, intermittently 
closed estuary change over various time scales (including 

tidal, diurnal, spring-neap, seasonal, and interannual), mor-
phological conditions, and place the results in the context 
of estuarine theory.

Estuarine Response to Interannual Variability 
of Atmospheric and Wave Forcing

Over the period of data collection, December 2014–June 
2019, several distinct large-scale oceanic and atmospheric 
forcing events occurred including a marine heatwave (“The 
Blob”), a large El Niño, and anomalously wet and dry years. 
This interannual variability impacted both upstream (with 
fluctuating river flows) and downstream of the estuary (with 

Fig. 9   Spring/neap cycle: Phase 
averages over the spring-neap 
cycle (14.77 days) where 0 
and 2π are peak spring tides, 
and π is a neap tide. a Water 
level range for offshore (gray) 
and estuary (blue). Shad-
ing indicates ± one standard 
deviation. Red lines mark the 
starting phase for all closures. 
b Stratification (purple) based 
on bottom (e2bot) and surface 
density (e2top) and water 
depth. c Theoretical exchange 
velocity estimated using Eq. 5. 
d Observed exchange velocity 
(defined as the subtidal velocity 
minus the EOF mode 1 velocity, 
u
obs

E
(t, �) = ⟨u⟩ − EOF1 ) phase-

averaged in depth-normalized 
coordinates. e Strength of the 
exchange velocity, Uobs

E
(t) as 

explained in the “Exchange 
Velocity” section. The number 
of realizations varies depending 
upon the data quality with 74, 9, 
43, 62, and 62 realizations aver-
aged into a–e respectively. Note 
that each realization does not 
always cover a full spring/neap 
cycle resulting in occasional 
jumps in the averages and/or 
standard deviations
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varying wave conditions and offshore water levels). River 
discharge can affect the degree of stratification and strength 
of the tidal and residual circulation in the estuary directly 
(e.g., Hansen and Rattray 1966; Geyer and MacCready 
2014). Both the amount of river flow and the offshore water 
levels and wave energy affect the sill height (Behrens et al. 
2013; Rich and Keller 2013), which in turn impacts the 
circulation, sediment transport, and mixing near the inlet 
(Largier et al. 1992; Gale et al. 2007; Cousins et al. 2010; 
Behrens et al. 2016).

The 2014–2015 Blob resulted in small waves, high air and 
sea surface temperatures, high atmospheric pressure (Bond et al. 
2015; Hartmann 2015), and small river flows (Fig. 2f). Dur-
ing the summer and early fall, weak and sometimes negative 
exchange occurred (negative exchange 32.6% of the time from 01 
June 2015 to 30 September 2015, Fig. 2b), hypothesized due to 
weaker along-stream density gradients. The side estuary arm that 
has a smaller watershed went hypersaline during these periods 
as evidenced from comparing the salinity at TJSW to offshore 
salinity (not shown).

The 2015–2016 El Niño brought extremely large waves 
and below average precipitation (Ludka et al. 2016; Barnard 
et al. 2017; Siler et al. 2017; Young et al. 2018). The large 
waves and lack of river flows (Fig. 2f) during the El Niño 
caused significant accretion to estuarine inlets all along 

the Southern California Bight (Young et al. 2018; Harvey 
et al. 2020) and increased estuarine inundation (Goodman 
et al. 2018; Harvey et al. 2020). In LPL, the anomalously 
strong wave conditions and weak precipitation (thus small 
river flow) contributed to 2016 having a total of 235 closed 
days, far exceeding the annual average (excluding 2016) of 
42 closed days since 2004. The significant increase in closed 
conditions is readily apparent by the gray bars on Fig. 2.

The 2016–2017 winter was an anomalously wet winter 
(precipitation at San Diego Airport was 41% above the 
1939–2019 winter average) with large river flows and large 
waves (Fig. 2f). The largest river flow event of the study 
period occurred in the last week of February 2017 which 
resulted in extremely high velocities ( [u] = 2.00 m s−1) at 
e2. The large velocities scoured the sill to the lowest sill 
elevation for the study period (~ − 0.1 m NAVD88), which 
persisted through summer and fall 2017 along with more 
symmetric water levels and velocities (Fig. 2a, c).

The 2017–2018 winter was extremely dry with low river 
flow and small waves (winter precipitation at San Diego Air-
port was in the bottom 5 percentile, 61% below 1939–2019 
winter average). Sill elevations during spring 2018 were 
fairly high resulting in higher water level and velocity asym-
metry (Fig. 2c). The 2018–2019 winter had moderate waves 
and high precipitation (precipitation at San Diego Airport 
37% above 1939–2019 average) and river flows. The sill was 
scoured to its second lowest level during the study period in 
February 2019 (Fig. 2a).

The interannual variability in oceanic and atmospheric 
forcing results in changes to the sill height where waves 
generally accrete the sill and precipitation (i.e., river flows) 
erodes the sill as elaborated upon below. The sill height in 
turn affects the tidal circulation, residual circulation, and the 
amount of wave energy in the system.

Drivers of Inlet Accretion and Erosion

River Discharge

River discharge is one of the main drivers of inlet erosion 
(Ranasinghe et al. 1999; Behrens et al. 2013; Rich and Keller 
2013). As described above, following large discharge events, 
the sill was generally low (Fig. 2a, f) with the lowest sill 
observed after the largest river discharge event. During par-
ticularly dry periods the sill steadily grew (i.e., 2017–2018).

Tidal Asymmetry

Despite asymmetry (Eq. 2) indicating an ebb-dominant tide 
offshore (Nidzieko 2010) (average �o,��∕�t

0
= −0.13 during 

the study period), the asymmetry for both water level and 
tidal velocities within the estuary are indicative of a flood-
dominant estuary (average �e,��∕�t

0
= 0.99; �

e,u

0
= 0.76 during 

Fig. 10   Mean exchange velocity profiles for low sill elevation (dashed 
lines, open circles) and high sill elevation (solid lines, solid circles) 
for spring tides (black), between spring and neap period (dark gray), 
and neap tides (light gray). The circles indicate the mean sill height 
over each averaging period
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the study period) and thus the bed-load sediment transport of 
coarse sediments is directed into the inlet (Dronkers 1986). 
Additionally, the mouth geometry (Eq. 3) is positive ( �inlet = 
0.72), also indicative of a flood-dominant inlet (Friedrichs 
and Madsen 1992; Nidzieko 2010). Over a phase-averaged 
tidal period, velocity asymmetry in the estuary, �e,⟨[u]⟩�

0
 , 

becomes much more positive during the neap periods. As 
the velocity is responsible for sediment movement, the more 
positive (flood-dominant) skewness is likely a contributing 
factor to the fact that closures are more common during 
neap tide (Fig. 9a). There is also a potential feedback loop 
in sediment transport and accretion because as the sill grew 
over the course of the winter/early spring each year, the tidal 
asymmetry also increased (Fig. 2a, c).

Waves

During the study period, the largest offshore waves occurred 
during the 2015–2016 El Niño winter (Ludka et al. 2016; 
Barnard et al. 2017; Young et al. 2018). As estuary and surf-
zone wave measurements were only taken during the win-
ter months (Fig. 3), the estuary and surfzone wave energy 
in Fig. 4 represents periods of only larger winter offshore 
waves. The sill is generally higher during the winter months 
partially due to wave build up, and partially due to timing of 
dredging (which typically occurs during the spring).

Wave energy in the estuary is dependent on the magnitude 
and direction of velocity at the inlet, the offshore water level 
relative to the sill height (Figs. 5 and 6), and the amount of 
offshore wave energy (Fig. 3a) (Bertin and Olabarrieta 2016; 
Williams and Stacey 2016; Bertin et al. 2019). IG waves can 
only propagate into the estuary when the offshore water level 
relative to the sill height is greater than zero with more IG 
waves (darker colors, Fig. 5) propagating into the system as 
the relative water level increases. When comparing similar 
water levels, the largest IG waves propagate into the estuary 
during fast flooding currents due to wave-current interac-
tions, while waves are blocked from entering the inlet by 
ebbing currents (Figs. 5 and 7d.i) (similar to Bertin and Ola-
barrieta 2016; Williams and Stacey 2016; Bertin et al. 2019).

The largest HIG values seen in the estuary are during 
strong flood tides (Figs. 5 and 7d) and periods of high off-
shore waves (Fig. 3). ⟨HIG⟩� waves in the inlet are ~ 1.5 times 
greater during the larger spring flood tides than during the 
larger neap flood tides (Fig. 8e). During large spring ebb 
tides, ⟨HIG⟩� is near zero while some energy is able to enter 
the system during the neap ebbs (Fig. 8e). (Note: during 
several particularly large tidal cycles of the 2017–2018 win-
ter there were symmetric sinusoidal waves at eP during the 
large ebb tide potentially due to strong currents creating a 
wake from the pressure sensor pole. This resulted in a peak 

in energy during the larger ebb tides between ~ 20 and ~ 35 s 
in Fig. 8d.i.). Moving onshore and upstream, both IG and 
higher frequency waves dissipate (resulting in a decrease 
in total energy, Figs. 3 and 4). The percent of IG energy 
relative to the total wave energy within the estuary is higher 
compared with the surfzone and offshore because the sill 
acts as a low-pass filter (Fig. 4).

IG waves bring in beach sand due to a combination of 
bed-load and suspended sediment transport (Figs. 6d and 
7f). During the flood tides, there is a stronger signal of tur-
bidity (Figs. 7f.i, f.ii and 6d) consistent with both higher 
near-bed velocities, higher near-bed shear, and larger waves 
(similar to Bertin et al. 2019). The maximum ⟨HIG⟩� was 
observed during the pre-closure period during the large, 
flooding tide (~ 1.8 times the maximum ⟨HIG⟩� during spring 
tides and ~ 2.3 times all open tides). This high wave energy 
in the estuary during the 7 days preceding closure was due to 
high energy offshore. High turbidity (Fig. 7f.ii.) during these 
large wave events is indicative of high sediment transport 
that likely facilitated the closures.

In summary, similar to other studies (Ranasinghe et al. 
1999; Behrens et al. 2013; Rich and Keller 2013), river dis-
charge transports sand out of the LPL inlet while velocity 
asymmetry and the propagation of larger waves during flood 
tides drive sediment transport into the estuary. Despite the 
erosion caused by the river discharge, there is generally a net 
accretion in the inlet over the winter and early spring result-
ing in inlet closures nearly every year with earlier and more 
frequent closures during years with lower discharge and/or 
higher waves (Fig. 2a) (Hastings and Elwany 2012; Young 
et al. 2018). The sill accretion can have profound impacts 
on the tidal and estuarine circulation as described below.

Tidal and Fortnightly Circulation

The estuary bottom water is generally slightly less dense 
than the water offshore (Fig. 7b.i.) indicating that the bottom 
water is subject to mixing within the estuary. Despite lim-
ited data availability, existing data suggests that the surface 
water was least dense near the end of the small ebb leading 
to maximum stratification at the end of the small ebb/start of 
the large flood as expected by strain-induced periodic strati-
fication (SIPS, Simpson et al. 1990). Within the spring-neap 
cycle, the stratification was generally higher during the neap 
(Figs. 8b.i., b.ii. and 9b) than during the spring leading to 
the minimum stratification near the end of the stronger flood 
tides during spring and maximum stratification at the end of 
the weaker ebb tides during neap periods, as expected in a 
classical estuary (Geyer and MacCready 2014). As the estu-
ary started to close, the estuary freshened and stratification 
slightly increased compared to during the fully open period 
(Figs. 7b.ii. and 2d).
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The velocities are strongest and more depth-uniform 
during the flood (Fig. 7e.i.) leading to lower shear within 
the water column than during the ebb when the velocities 
are more surface intensified, also consistent with SIPS. The 
strongest shear within the water column occurs during the 
strong spring ebb tides (Fig. 8e.i.). During neap tides, the 
weaker flood tide is deeper in the water column resulting in 
higher mid-water column shear Fig. 8e.ii.), again consist-
ent with classical circulation in larger estuaries (Geyer and 
MacCready 2014).

Overall, the variability of the circulation, tidal veloci-
ties, water depth, and stratification of LPL are strongly 
dependent on the sill height and episodic river flow. When 
the river flow and sill are low, the estuary responds simi-
larly to classical estuaries exhibiting similar intratidal and 
spring/neap variations in stratification, shear, and mixing. 
Using the Geyer and MacCready (2014) freshwater Froude 
number ( Frf = UR∕

(
�gsoceanh

)1∕2 where UR is the river 
flow, � is the haline contraction coefficient and socean is the 
oceanic salinity) and mixing ( M2 = CDU

2
T
∕
(
�Noh

2
)
 where 

No =
(
�gsocean∕h

)1∕2 ), parameterization, where the amount 
of mixing varies with the spring-neap cycle, water depth, 
stratification, and the sill height, and the estuary spans a 
wide parameter space including strongly stratified, partially 
mixed, and SIPS-type estuary. During periods of extremely 
high river flow (removed from the phase averages due to 
its episodic nature, described more below), the freshwa-
ter Froude number can increase considerably causing the 
system to behave more like a tidal salt wedge (Geyer and 
MacCready 2014) where the salinity is expelled every tidal 
cycle (e.g., Ralston et al. 2010; Giddings et al. 2011; Geyer 
and Ralston 2011). The varying parameter space the estuary 
falls into highlights its large dynamic range and may further 
explain some of the estuarine exchange variability.

Exchange Flow Variability

As explained in the “Empirical Orthogonal Functions” sec-
tion and “Velocity EOFs” section, subtidal-filtered velocity 
EOFs were computed to examine how the velocity changed 
over time. The first mode (barotropic-type profile) peaks 
during periods of high river flow events where the maximum 
correlation (r = 0.68, p < 0.001) occurs when the EOF mode 
1 lags discharge measured ~ 16 km upstream by 7 h. EOF2 
(2-layer baroclinic-type profile) correlates well the exchange 
velocity strength, Uobs

E
 (r = 0.91, p < 0.001).

The exchange flow (in estuaries in steady-state) is 
expected to be non-linearly dependent on the river flow, 
( utheory,QR

E
∼ QR

m,m ≈ 1∕3, although observed values for m 
can vary substantially, MacCready and Geyer 2010; Chant 
et al. 2018; Ralston and Geyer 2019). In LPL, the observed 
exchange strength does not correlate well with the river 
flows (testing a range of m). The short-lived, episodic nature 

of the river flows (due to regional precipitation patterns, 
small watershed, and a steep hydrograph) likely prevent 
the estuary from reaching steady-state. Moreover, as dis-
cussed above, the estuary seems to transition across different 
estuary types depending upon the magnitude of freshwater 
input which may make this relationship break down. Finally, 
because EOFs are a mathematical tool that do not always 
accurately separate physical processes, periods of very high 
river flows (within the top 95th percentile) occasionally cre-
ate anomalous patterns in higher EOF modes. As such, for 
some analyses described in this paper, periods of strongest 
river flows are ignored.

The strength of the exchange flow, Uobs
E

, is positive (out-
flowing velocities at the surface and inflowing velocities at 
depth) 91.7% of the time during the open state (excluding 
high river flows) indicating primarily a classical estuarine 
circulation (MacCready and Geyer 2010), unlike the inverse 
hypersaline-driven circulation structure expected in a Medi-
terranean climate estuary during summer months with little 
to no freshwater inflow (Hearn and Largier 1997; Largier 
et al. 2013; Nidzieko and Monismith 2013). This predomi-
nantly classical circulation is likely the result of increased 
urban runoff leading to small freshwater input year-round 
(White and Greer 2006). Periods with a negative 2nd EOF 
mode (suggesting inverse estuarine exchange) are more com-
mon during summer months, however, the average subtidal 
density difference between the upstream CTD and the 
downstream CTD (i.e., the longitudinal density gradient) is 
weaker, although not inverse (− 2.86 kg m−3), compared to 
the when the second EOF mode is positive (− 3.57 kg m−3) 
(Fig. 2d). Moreover, while temperature contributes more to 
the density structure during the summer, the estuary does 
not become a thermal estuary; on average 98% of the density 
variance is explained by salinity, so this estuary’s density 
remains salinity dominated.

The exchange velocity strength, Uobs
E

, is small ( Uobs
E

 = 
0.015 m s−1; standard deviation = 0.0184 m s−1 for open 
periods without extreme river flow) compared to the range 
of 0.05 to 0.3 m s−1 reported in Geyer (2010). Setting aside 
the temporal variability, the overall strength of Uobs

E
 falls 

between utheory
E

 estimated using an unstratified estimate for �t 
(e.g., Nezu and Rodi 1986; Geyer and MacCready 2014) and 
a stratified �t estimate (e.g., Ralston et al. 2008; MacCready 
2007) incorporated into Eq. 5 as described in the “Exchange 
Velocity” section. However, as mentioned there, the sen-
sitivity to the �t parameterization makes the magnitude 
comparison challenging. Importantly, the time variability 
of Uobs

E
 does not match well with utheory

E
 (Fig. 9c–e) as elabo-

rated below. utheory
E

 is stronger during neap tides than spring 
tides as expected with classical estuarine theory (Geyer 
and Cannon 1982; MacCready and Geyer 2010). However, 
the observed exchange velocity is strongest in between the 
spring and neap tides for the entire data set (Fig. 9). There 
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are a variety of reasons why utheory
E

 estimated from Eq. 5 may 
not match the observed exchange flow, ranging from the cal-
culation method to dynamical reasons. The calculation may 
suffer from the coarse estimate for the longitudinal density 
gradient using point measurements of mid-water column den-
sity as well as the bulk estimate of the mixing term which may 
vary significantly over a tidal cycle (e.g., Ralston et al. 2008). 
Dynamically, the shallow, yet highly variable water depth 
(Fig. 1) may mean that both internal and free surface hydrau-
lic control could be important during periods of the tidal cycle 
or season as has been suggested in another ICE (Largier and 
Taljaard 1991) and found in strongly stratified estuaries (e.g., 
McKeon et al. 2020; Geyer and Ralston 2011). Additionally, 
the tidal variability in stratification (Figs. 7b and 8b) and shear 
(Figs. 7e and 8e) suggests that tidal straining may contribute to 
the observed exchange flow (e.g., Jay and Musiak 1994, 1996; 
Burchard and Baumert 1998). Finally, given the magnitude 
of the tidal range relative to the mean depth, a full analysis in 
depth-normalized coordinates as completed in Giddings et al. 
(2014) may be preferable, however, attempts at this approach 
was highly sensitive to individual tidal cycles.

Ultimately, without firm estimates of �t , a magnitude estimate 
for utheory

E
 is unreliable, and the mismatch in temporal variability 

suggests that the exchange cannot be fully explained by a tradi-
tional pressure-friction balance. Splitting the dataset between low 
and high sill conditions helps elucidate the spring/neap response 
of the observed exchange flow. When the sill is low (i.e., the estu-
ary is less constricted, open dots Fig. 10), the exchange flow is 
strongest during neap tide and weakest during the spring tide as 
theory would suggest (dashed lines Fig. 10). However, when the 
sill is high (i.e., the estuary is constricted, closed dots Fig. 10), the 
spring and between spring/neap tide exchange flows are strong-
est while the neap tide exhibits the weakest exchange (solid lines 
Fig. 10). This response may be due to tidal pumping or hydrau-
lic control near the sill where, when the sill is very high during 
ebb tides, the top portion preferentially flows out of the estuary 
(Largier and Taljaard 1991; Seim and Gregg 1997; Blanton et al. 
2000), with stronger outflows during the spring tides. In addition, 
if during higher sill conditions the flooding tide enters the system 
more like a density current (Largier et al. 1997, 2013; Nidzieko 
and Monismith 2013), the net effect of stronger inflows along the 
bottom and outflows only along the surface during spring tides 
and overall weaker inflow and outflows during neap tides could 
contribute to the net higher exchange flow during the spring tides 
than the neap tides. Ultimately, the data suggests that when the 
sill is high additional dynamics impact the exchange flow. This 
is consistent with the very large parameter space that the estuary 
spans depending on river flow and sill height suggesting that the 
dynamical drivers of the exchange flow and stratification must 
also vary over time. However, a lack of velocity and density 
observations near the sill limits our ability to fully understand 
the interplay of mechanisms between sill height and spring/neap 

tidal conditions that impact the estuarine exchange flow strength. 
This is an area that needs to be addressed with future observa-
tions or a numerical model as the exchange flow is important for 
the residence time, dispersal of larvae, and mixing of pollutants.

Conclusions

A total of 4.5 years of observations from Los Peñasquitos Lagoon 
highlight its large dynamic range over interannual, seasonal, 
fortnightly, and tidal timescales and its sensitivity to forcing and 
morphodynamic conditions. While this system would historically 
have functioned more like a primarily open, low-inflow estuary 
with periodic inverse estuarine circulation; the main channel 
density now remains salinity dominated and only occasionally 
exhibits inverse circulation. Additionally, sill growth and estuary 
closures have increased, likely due to development in and around 
the watershed reducing winter freshwater inputs, changing sedi-
ment loading, and restricting mouth migration (e.g., White and 
Greer 2006; Hastings and Elwany 2012). When the sill near the 
mouth is low, the estuary functions, in many ways, like a larger, 
classical estuary with evidence of strain-induced period stratifi-
cation and a classical exchange flow that is larger during neap 
tides, consistent with theory. A combination of flood dominance, 
wave-current-water level interactions leading to preferential IG 
wave propagation during flood tides, and wave-induced sediment 
transport contribute to inlet accretion and sill growth. As the sill 
grows, the estuarine exchange strengthens, particularly during 
spring tides, thereby departing from classical estuarine theory. 
The departure from theory when the sill is high suggests pro-
cesses other than the baroclinic density gradients are contributing 
to the subtidal exchange. Intratidal variations in mixing are pre-
sent and likely contribute, but it is also possible that internal and 
free surface hydraulic control and/or wave dynamics at the mouth 
may play a role —areas which require further research. As has 
been shown in other LIEs, sill growth and closure is also asso-
ciated with estuary freshening and potentially deleterious eco-
system consequences including low dissolved oxygen at depth, 
development of mosquito breeding grounds, and type conversion 
from salt to freshwater marsh (often with a concomitant increase 
in invasive species) (e.g., Crooks et al. 2016). These systems are 
ubiquitous around the world in Mediterranean climates. Given 
their prevalence, sensitivity to forcing conditions, rapid morpho-
logical alterations, large dynamic range, and important ecosystem 
services, their continuous observation is necessary to understand 
how their dynamics might be expected to change under future 
climate conditions.

Appendix EOF Calculations

The velocity EOFs described in the “Velocity EOFs” section 
are included here for clarity. Figure 11 includes the shapes and 
time series amplitudes for the first three EOF modes. Figure 12 
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includes a re-construction of the first three EOF mode velocities 
over time and depth and the time mean over depth. As noted in 
the “Velocity EOFs” section, mode 1 resembles a barotropic 
flow profile and is nearly always directed out of the estuary. 
EOF1 includes a few amplitude peaks during periods of large 
river flow. The time mean of the EOF1 velocity is out of the 
estuary with a magnitude reasonable for a mean riverine outflow. 

EOF mode 2 exhibits a 2-layer sheared profile similar to a baro-
clinic structure and is in the direction expected for classical 
estuarine circulation (into the estuary at depth, out at the sur-
face) for most of the time series (and for the time mean) with a 
few exceptions during the summer months and during closures. 
EOF3 is much smaller than the other two modes and the time 
mean profile is essentially zero.

Fig. 11   EOF vertical profile 
shapes (left) and time series 
amplitudes (right) for the first 
3 EOF modes. As a reminder, 
these EOFs are singular value 
decomposition (SVD) (Thom-
son and Emery 2014) applied to 
the subtidal (low-passed) veloci-
ties. The first 3 EOF modes of 
the 1-h interpolated residual 
velocities for all available data 
explain 94.0%, 5.1%, and 0.01% 
of the total velocity variance, 
respectively -0.5 0 0.5

velocity (m s-1)

0

0.2

0.4

0.6

0.8

1

no
rm

al
iz

ed
 d

ep
th

2015 2016 2017 2018 2019
date

-0.5

0

0.5

am
pl

itu
de

mode 1 mode 2 mode 3

Fig. 12   EOF re-constructed 
velocities for the first 3 EOF 
modes. Velocity profiles over 
time re-constructed for modes 
1–3 (right) and averaged over 
all 4.5 years (left). Note that 
mode 1 is typically small but 
experiences values much greater 
than mode 2 during large 
events. Mode 2 is almost always 
into the estuary at depth and 
out at the surface as expected 
for estuarine gravitational 
circulation. The time mean of 
each mode on the left shows the 
dominance of modes 1 and 2
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